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Extended Abstract

Conventional portfolio theories require investors to form subjective beliefs about probability distributions of future states. However, this can be so demanding in the real world that investors may instead resort to heuristic rules. This study focuses on one particular deviation from the conventional theories, investigating whether and how boundedly rational investors overweight experience when making decisions under uncertainty.

How experience, rewards or punishments, shapes subsequent behavior was first studied under reinforcement learning by Thorndike (1898), and later developed into models in psychology and economics,\(^1\) with most applications in game theory explaining players’ repeating the actions that are most rewarding in the past, even when the environment has changed.\(^2\) The finance literature has documented that more experience induces better performance (Nicolosi, Peng and Zhu, 2009) and less disposition effect (Dhar and Zhu, 2006), and that more rewarding experience with IPO auctions (Kaustia and Knüpfen, 2008), 401(k) portfolios (Choi et al., 2009) and common stocks (Strahilevitz, Odean and Barber, 2011) increases an investor’s subsequent demand for them, hurting their performance in general. However, little is known about the mechanism how investors learn from experience.

This study uses repeated investment tasks with feedback, where decisions using
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beliefs and reinforcements are both plausible, and estimates the weight participants place on each decision rule. The behavioral implications and predictive power of relevant models both with (Camerer and Ho, 1999; Nevo and Erev, 2012) and without (Kahneman and Tversky, 1979) learning will be evaluated. The reasons for choosing a lab experiment over other empirical methods are threefold: (1) an important element in the model, investors’ beliefs, cannot be directly observed in the field; (2) when studying real-world prices, we lack a benchmark to conveniently disentangle the information value and reinforcement value in historical prices; (3) reinforcements and information can be directly manipulated in the lab for a strong test of the learning models.

The experiment has two stages. The first stage is the same across all conditions. It elicits attitudes towards risk and loss using the multiple-price-list approach adapted from Holt and Laury (2002). In the second stage, participants observe 4 hypothetical assets, whose prices are generated independently each period in a similar fashion as Weber and Camerer (1998). Every period, the direction of price change is determined by 4 equally-likely underlying processes, with the probability of price increase each period being 65%, 55%, 45% and 35% respectively. Price cannot stay unchanged. Then the price change magnitude is randomly drawn from \{1, 3, 5\}. Participants first observe 6 periods of price history. Then for the 20 subsequent periods they can choose one share of an asset to purchase each period (the buy task), which is automatically sold when the next period price is revealed. Another task is to predict the probability of price increase for each asset in each period (the predict task). Rewards in the buy task are calculated according to actual prices. Belief elicitations are incentivized using the quadratic scoring rule, corrected for risk attitudes (Offerman et al., 2009).

There are three conditions (A, B, and C), each containing three rounds (1, 2, and 3). Conditions A1, B1 and C1 use the same price sequences;\(^3\) in B1, participants only have the predict task; in C1, they are endowed with experimental cash (EC) and only have the buy task; in A1 they do both tasks. A2 and B2 use a different set of price sequences,\(^4\) and different initial endowments: EC plus an asset portfolio (A2) or additional EC (B2). In A2 the endowed assets are automatically sold after participants observe the 6-period price history, with any gain or loss added to their accounts. A3 and B3 use price sequences with the same ups and downs as A2 and B2, but different random draws of price change magnitudes from \{1, 3, 5\}. C2 and C3 respectively use the price sequences of A2 and A3, but participants have less
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Table 1: A Summary of the Experimental Conditions

<table>
<thead>
<tr>
<th></th>
<th>Round 1</th>
<th>Round 2</th>
<th>Round 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Condition A</strong></td>
<td>(A1) Buy+Predict</td>
<td>(A2) Buy+Predict</td>
<td>(A3) Buy+Predict</td>
</tr>
<tr>
<td><strong>Endowment</strong></td>
<td>500 EC</td>
<td>500 EC+Assets</td>
<td>Equivalent EC as A2</td>
</tr>
<tr>
<td><strong>Price Seq.</strong></td>
<td>Price Seq. Set 1</td>
<td>Price Seq. Set 2</td>
<td>Price Seq. Set 2 with diff magnitudes</td>
</tr>
<tr>
<td><strong>Condition B</strong></td>
<td>(B1) Predict Only</td>
<td>(B2) Buy+Predict</td>
<td>(B3) Buy+Predict</td>
</tr>
<tr>
<td><strong>Endowment</strong></td>
<td>500 EC</td>
<td>Equivalent EC as A2</td>
<td>Equivalent EC as A2</td>
</tr>
<tr>
<td><strong>Price Seq.</strong></td>
<td>Price Seq. Set 1</td>
<td>Price Seq. Set 2</td>
<td>Price Seq. Set 2 with diff magnitudes</td>
</tr>
<tr>
<td><strong>Condition C</strong></td>
<td>(C1) Buy Only</td>
<td>(C2) Buy+Predict</td>
<td>(C3) Buy+Predict</td>
</tr>
<tr>
<td><strong>Endowment</strong></td>
<td>500 EC</td>
<td>Equivalent EC as A2</td>
<td>Equivalent EC as A2</td>
</tr>
<tr>
<td><strong>Price Seq.</strong></td>
<td>Price Seq. Set 1</td>
<td>Price Seq. Set 2</td>
<td>Price Seq. Set 2 with diff magnitudes and less info</td>
</tr>
</tbody>
</table>

information, in that they only know the four price-generating processes differ in the probability of price increase, but not the specific probabilities. The design is summarized in Table 1.\(^5\) Three things are manipulated across conditions: initial endowment, size of price changes (reinforcements) and information.

The advantage of using price sequences predetermined in this manner is a clear benchmark for Bayesian beliefs and for the information value of historical prices. A Bayesian agent should care only about the number of ups, believe the sequence with more ups to be more likely to continue going up, and buy such shares in all periods, even in the low information condition. A quasi-Bayesian decision maker may additionally be influenced by the order of price changes,\(^6\) but still not by the magnitudes. Choices that deviate from decision rules that merely rely on beliefs (Bayesian or quasi-Bayesian) can be easily detected.

The behavioral implication of simple reinforcement learning is the reluctance to shift away from an asset that brought gains and the excessive desire to avoid those that brought losses, which can be tested within each condition; this tendency should be weaker among those who observe but are not invested in the same price sequences. Controlling for beliefs, experienced outcomes should have no explanatory power for choices, unless individuals overweight experience.

\(^5\)Note that the order of rounds will be randomized across participants.

\(^6\)See e.g. Rabin (2002).
Based on the above arguments, the following hypotheses can be generated. Comparing A2 with B2, reinforcement learning predicts more choices by A2 participants of the assets that gained during the first 6 periods in their initial endowments. A comparison of Round 2 with Round 3 in each condition and across conditions can reveal between- and within-subject differences in the responses to price change magnitudes. The size of price changes should not affect a Bayesian agent at all but may affect subsequent choices made by reinforcement learners. A comparison of A1 vis-à-vis B1 and C1 can reveal whether and by how much reinforcements bias beliefs, and whether elicitation of beliefs influence buying decisions. A comparison between B2, B3 and C2, C3 will demonstrate the effect of information on learning. Nevo and Erev (2012) suggest that under incomplete information about the environment, decision makers may exhibit some distinct learning patterns.\footnote{For example, positive and negative surprises may both trigger changes.}

The belief and choice data will be used to structurally estimate model parameters using the Maximum Likelihood method. Specifically, the candidate models for this situation include those without learning, such as the expected utility theory and prospect theory (Kahneman and Tversky, 1979), and those with learning, such as the Experience-Weighted Attraction model (Camerer and Ho, 1999) and the I-SAW model (Nevo and Erev, 2012).\footnote{The EWA model, which is intended for interactions in games, will be adapted to this individual decision context.}

If investors do learn from and overweight experience, this readily accommodates many empirical findings, such as the asymmetric effect of experience on the disposition effect in the domains of gains and losses (Feng and Seasholes, 2005), style investing (Barberis and Shleifer, 2003), category learning (Peng and Xiong, 2006), and the cohort effect (Malmendier and Nagel, 2009). A better understanding of individual investors’ decision process can improve predictions of their behavior and market dynamics, inform the design of more efficient investor education, help brokerage firms improve their clients’ performances, and increase market efficiency.
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